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• Things were made publicly available, it could serve as
baseline:

Core Full
DIHARD III baseline 20.65 19.25
VBx Github recipe* 17.25 16.01

• Last journal paper, ”Bayesian HMM clustering of x-vector
sequences (VBx) in speaker diarization: theory,
implementation and analysis on standard tasks”:
VBx is used to set baselines in CALLHOME, AMI and DIHARDII
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Historical perspective
Clustering of i-vectors

• Cut audio input utterances into short equal length
segments

• extract i-vectors (speaker factors from JFA model)
• Cluster these low dimensional representations

audio input

1 sec
N

i-vectors

stopping threshold

BUT 4 / 45



Historical perspective
Diarization using factor analysis

This model operates on frame-by-frame MFCC features,
although to avoid frequent speaker turns it allows speaker
changes only every second
It models speaker specific distributions using i-vector like model:
Speaker specific distributions are:

p(xt |ys) = GMM(xt ; {µsc}, {Σ
ubm
c }, {wubm

c })

All speaker specific GMMs share the wubm
c and the Σubm

c .
For a speaker s, the super-vector of concatenated component
means µs = [µT

s1µ
T
s2 . . .µ

T
sC ]

T is constrained to live in a linear
subspace:

µs = µubm + Vys

The low dimensional vectors ys are treated as latent random
variables with standard normal prior p(ys) = N (ys;0, I).
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Historical perspective
Clustering of ivectors vs Diarization using factor analysis

Both models use the same informative prior on speaker
distributions –pre-trained i-vector extractor model– but:

IV-Clust Extract i-vectors from short segments −→ noisy estimates
DFA Estimates speaker models on all the frames coming from a

given speaker

IV-clust Makes hard decisions
i-vectors represent point estimates of ”speaker models”
Clustering of i-vectors making hard decisions cannot recover
from prior errors

DFA No hard decisions in iterative VB inference:
Re-estimates the speaker models, keeping the uncertainty of
the models (posterior distributions)
Re-estimates the soft-assignments of frames to the speaker
models
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Historical perspective
Clustering of ivectors vs Diarization using factor analysis
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Historical perspective
Clustering of ivectors vs Diarization using factor analysis

i-vector estimation:

in =L−1
n

Tn∑
t=1

∑
c

ζtc

(
xnt − µubm

c

)T
Σubm

c
−1

Vc

Ln =I +
∑

c

ζtcVT
cΣ

ubm
c

−1
Vc

i-vector like update formulas:

q(ys) =N
(

ys|αs, L−1
s

)
αs =L−1

s

∑
t

γts

∑
c

ζtc

(
xt − µubm

c

)T
Σubm

c
−1

Vc

Ls =I +
∑

t

γts

∑
c

ζtcVT
cΣ

ubm
c

−1
Vc

where ζtc = pubm(c|xt) and γts = ... are the probabilistic soft
assignment of frames to speakers
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Bayesian HMM with Eigenvoice priors

• Extension of the diarization using factor analysis
• Building it into a HMM to model the speaker turns and

avoid pre-clustering into fixed length segments
• Implemented by Lukas Burget BUT in 2010, but not officially

released
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Bayesian HMM with Eigenvoice priors
Structure of the model

Our model is a Bayesian Hidden Markov Model
• States represent speaker specific distributions
• Transitions between states represent speaker turns
• Speaker distributions are modeled by GMMs with

parameters constrained by eigenvoice priors (as in i-vector
or JFA models)

p(xt |zt = s) = p(xt |ys)

= GMM(xt ; {µsc}, {Σ
ubm
c }, {wubm

c })

µs = µubm + Vys

p(ys) = N (ys;0, I).

p(zt = s|zt−1 = s′)

s1

s2s3
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Bayesian HMM with Eigenvoice priors
Structure of the model

HMM model for 3 speakers with a single state per speaker, with
a dummy non-emitting (initial) state.

s1

s2s3

s1

s2s3

1 − Ploop

1 − Ploop

1 − Ploop

Ploop

Ploop
Ploop

π1

π2

π3
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Bayesian HMM with Eigenvoice priors
How to address the problem

X = {x1,x2, ...,xT} observed vectors (i.e. MFCC features)

Z = {z1, z2, ..., zT} alignment of frames to HMM states

Y = {y1,y2, ...,yS} set of all the speaker-specific latent variables

p(X, Z,Y) = p(X|Z,Y)p(Z)p(Y) (1)

=
∏

t

p (xt |zt)
∏

t

p (zt |zt−1)
∏

s

p (ys) ,

To address the SD task, the speaker distributions and latent
variables Z are jointly estimated given the input sequence X

The solution to the SD task is given by the most likely sequence Z:

p(Z|X) =
∫

p(Z,Y|X)dY
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Bayesian HMM with Eigenvoice priors
Inference

We need to :
• Pre-estimate the i-vector extractor model: V, UBM
• Initialize the assignment of frames to speakers Z.

It can be randomly, but initializing with another (good)
system is better

VB iteratively updates:
• The speaker models ys (same as in DFA model)

q(ys) =N
(

ys|αs, L−1
s

)
αs =L−1

s

∑
t

γts

∑
c

ζtc

(
xt − µubm

c

)T
Σubm

c
−1

Vc

Ls =I +
∑

t

γts

∑
c

ζtcVT
cΣ

ubm
c

−1
Vc

• γts = ... using the forward-backward on HMM model
• The speaker priors πs (number of speakers) – dropping

redundant speakers by automatic relevance
determination principle
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Results
Convergence of the model
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Bayesian HMM with Eigenvoice Priors

This approach addresses the complete SD problem by means a
straightforward and efficient Variational Bayes (VB) inference in
a single probabilistic model.
A single model will be used to infer:

• The assignment of frames to speakers
• Number of speakers
• Speaker specific models

Unlike other newer (End2End) approaches, the method:
• Requires input after VAD
• Does not deal with overlapped speech

BUT 15 / 45



Historical perspective
Timeline

Clustering of Speaker factors from JFA
Castaldo et.al [1]

Diarization using Factor analysis
Kenny et.al. [2]

Bayesian HMM software
Burget et.al. [3]

Bayesian GMM clustering of i-vectors
Shum et.al. [4]

PLDA AHC i-vector clustering
Sell et.al. [5]

Combine PLDA AHC i-vector clustering + Bayesian HMM diarization
Sell et.al. [6]

x-vectors
Snyder et.al. [7]

First Publication describing Bayesian HMM diarization
Diez et.al. [8]

2008

2013

2014

2008

2010

2015

2016

2018
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DIHARD I system - 2018

BUT - 25.06% DER (Diez et.al. [9])

Preprocessing

Oracle VAD

Feature
extraction

System
initialization

Overlap
detection

Domain
identification

Bayesian
HMM

Overlap
labeling

Librivox
labeling

Clean speech

Precise threshold

Aggressive threshold output labels
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DIHARD I winning system -2018

JHU - 23.73% DER (Sell et.al. [10])

Preprocessing

Oracle VAD

Feature
extraction

AHC clus-
tering

Overlap
detection

Domain
identification

VB
refinement

Overlap
labeling

Librivox
labeling

Clean speech

Precise threshold

Aggressive threshold

25.94% DER 23.73% DER

output labels
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Bayesian HMM x-vector clustering (VBx)

New simplified version Alternative to AHC clustering of x-vectors
States modeled by PLDA like model

p(xt |ys) = N (xt ;ms,Σwc),

p(ms) = N (ms;m,Σac)

or equivalently
ms = m + Vys,

p(ys) = N (ys;0, I)

where Σac = VVT

Same model and inference as the original Bayesian HMM with
a single Gaussian per state and V, m and Σac initialized from
the PLDA model pertained on large amount of x-vectors
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Fetch Factors

Parameters of the model:

• Ploop Loop probability to model speaker turns.
• Acoustic scaling factor FA: introduced to counteract the

assumption of statistical independence between
observations.

• Speaker regularization coefficient FB is a regularization term
penalizing the complexity of the speaker models, high
value of FB results in the VB inference dropping more
speakers.
The ELBO can be split into three terms, where we scale the
first two terms by the constant factors FA and FB.

L̂ (q(X,Y)) = FAEq(Y,Z) [ln p(X|Y, Z)]

+ FBEq(Y)

[
ln

p(Y)
q(Y)

]
+ Eq(Z)

[
ln

p(Z)
q(Z)

]
,

(2)
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DIHARD II winning system - 2019

BUT - 18.42% DER

Pre-processing

Oracle VAD x-vector
extraction

AHC initial
clustering

Bayesian HMM on
x-vectors (VBx)

HMM VB
reseg-

mentation

Overlap
detector

Overlap
labeling out
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Latest BHMM related publication

Bayesian HMM clustering of x-vector sequences (VBx)in speaker
diarization: theory, implementation and analysis on standard
tasks

• We provide the derivation and update formulas for the
inference in the simpler VBx model

• We establish new baseline results in CALLHOME, AMI and
DIHARDII datasets with VBx
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Evaluation protocols

How do people evaluate diarization systems?
• DER

DER =
SER + FA + Miss
Total speech

• SER: speaker error
• FA: false alarm
• Miss: missed speech
• Total speech (accounts also for speaker overlaps)

• Collar, yes/no?
• Overlapped speech, yes/no?
• JER
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Callhome Results

Evaluation setup System SER DER JERCollar Overlap

0.25 No

Kaldi (Sell et al. [10]) 6.48 –
Zhang et al. [11] 7.60 –
Lin et al. [12] 6.63 –
Pal et al. [13] 6.76 –
Aronowitz et al. [14] 5.10 –
AHC 8.10 –
VBx 4.42 –

0.25 Yes
Horiguchi et al. [15] – 15.29* –
AHC 7.53 17.64 –
VBx 4.10 14.21 –

0 Yes AHC 11.06 25.61 35.48
VBx 7.22 21.77 34.02
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Evaluation protocols

How do people evaluate?
• DER Collar, yes/no?
• Overlapped speech, yes/no?

AMI dataset, much more chaos than that:
• Type of audio (Beamformed, Mix-headset, single mic)
• Partition (train/dev/test)
• References (different derivation of rttms from official AMI

transcription files)
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AMI Results

Partition References Audio type
Evaluation setup Scored speech

dev/eval (s)
System

development evaluation

Collar Overlap SER DER SER DER

Pyannote Pyannote Mix-Headset

0.25 No 29200/29609
Bredin et al.[16] – 4.6

VBx 2.14 2.17

0 Yes 54051/52317
Bredin et al. [16] – – – 24.8

Bullock et al. [17] – – 7.2 23.8

VBx 3.33 22.95 3.86 22.85

Kaldi

Force

Aligned

Beamformed

mic-array

0.25 No 15053/14080
Sun et al. [18] 16.4 15.4

VBx 1.32 1.84

0.25 Yes 16241/14886
Sun et al. [18] – 19.4 – 17.8

VBx 1.26 4.96 1.92 4.67

Kaldi Mix-Headset 0.25 No 18743/18219
Maciejewski et al. [19] – – / (4.8*)

VBx 2.14 3.02/(2.58*)

Pyannote Mix-Headset

0 Yes 35495/33953
Raj et al. [20] – – 10.1 23.6

Raj et al. [21] – 21.6 – 20.5

VBx 3.12 22.63 3.56 23.47

– 0 No 22812/21911
Raj et al. [21] 7.7 5.2

VBx 4.08 3.80

Kaldi

no TNO

Work

specific

Beamformed

mic-array
0.25 No 14545/13309

Pal et al. [13]
5.02 4.92

6.21 2.87

VBx 4.27 4.58
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New AMI Evaluation protocol
We consider AMI full-corpus ASR partition for train/dev/eval
References derived from manual annotations v 1.6.2.

• All words are considered as speech and included in the
references

• Well defined, consistent and conservative approach in which all
vocal sounds are discarded:

• Very different sounds labeled as vocal-sounds
• Not all vocal sounds were time-labeled
• More consistent with the task of speaker-attributed ASR

• Adjacent speech segments (words) of the same speaker are
merged not to create false “break” points.

starttime=“0.86” endtime=“0.98” word=I
starttime=“0.98” endtime=“1.1” word=like
starttime=“1.1” endtime=“1.40” word=apples
starttime=“1.45” endtime=“1.55” word=but
starttime=“1.55” endtime=“1.62” word=not
starttime=“1.62” endtime=“2.0” word=bananas

 I     like     apples      but     not    bananas

 I     like     apples      but     not    bananas
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AMI II Results

Audio

type

Evaluation setup
System

development evaluation

Collar Overlap SER DER JER SER DER JER
Be

a
m

fo
rm

e
d 0.25 No

AHC 6.32 – 7.65 –

VBx 2.80 – 3.90 –

0.25 Yes
AHC 6.43 14.68 – 8.82 18.36 –

VBx 2.57 10.81 – 4.69 14.23 –

0 Yes
AHC 8.68 22.14 25.29 10.93 25.48 29.85

VBx 4.20 17.66 22.26 6.28 20.84 26.92

M
ix

-H
e

a
d

se
t 0.25 No

AHC 3.90 – 3.96 –

VBx 1.56 – 2.10 –

0.25 Yes
AHC 4.06 12.31 – 5.05 14.60 –

VBx 1.43 9.68 – 2.98 12.53 –

0 Yes
AHC 6.16 19.61 23.90 6.87 21.43 25.50

VBx 2.88 16.33 20.57 4.43 18.99 24.57
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DIHARD II Results

Evaluation setup System development evaluation
Collar Overlap SER DER JER SER DER JER

0 Yes

Landini et al.* [22] – 17.90 (18.34) – – 18.21 (19.14) –
Lin et.al. [23] – 21.36 – – 18.84 –
Lin et.al. [24] – 18.76 – – 18.44 (19.46) –
AHC 10.89 21.68 42.28 13.89 23.59 43.93
VBx 7.41 18.19 42.53 8.85 18.55 43.91

0.25 Yes AHC 8.22 14.91 – 10.94 16.67 –
VBx 5.53 12.23 – 6.55 12.29 –
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DIHARD III Results

Evaluation setup System evaluation
Collar Overlap Core Full

0 Yes
VBx baseline (DIHARD II system) 17.25 16.01
BUT 15.46 13.29
Winning system 13.45 11.30

BUT 35 / 45



Summary (I)

• Bayesian HMM systems have been consistently the best or
among the best performing systems in the last years

• Despite their weaknesses:
• No overlap handling
• Need for external VAD
• VBx: no frame precission
• We didn’t win DIHARDIII with it :(

The method is still competitive, a strong baseline or and an
important component for fusions

• We establish new baseline results in CALLHOME, AMI and
DIHARDII datasets with VBx

• We provide a new evaluation protocol for AMI dataset,
which we hope can become the new standard
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Summary (II)

• All the code is made publicly available:
• Recipe for training the x-vector extractors (8 kHz and 16 kHz)
• Trained x-vector extractors
• Pipeline for applying BHMM diarization

• Future:
• Seek of ways of combining it with other embeddings
• Combine the benefits of frame-by-frame BHMM and VBx
• Overlapped speech handling
• Combine it with E2E approaches
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Resources

First description Bayesian HMM with eigenvoice priors: [8]

Related talk: Here

Full derivation of the method and inference and introduction of
Fetch Factors: [25]

Open source code: Here

Full description of Bayesian HMM for x-vector clustering (VBx)
and latest results for CALLHOME, AMI and DIHARDII: [26]

Open source code:
https://github.com/BUTSpeechFIT/VBx

Contact: mireia@fit.vutbr.cz
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https://speech.fit.vutbr.cz/software/vb-diarization-eigenvoice-and-hmm-priors
https://github.com/BUTSpeechFIT/VBx
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